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L.

ABSTRACT

The multiple accessing of a satellite by a large number of independent

users is considered . The messages are generated randomly, and they are of

fixed length. Depending on the accessing protocol, such a system may exhibit
congestion instabilities, long message delays, or low throughput.

Several important protocols (that are applicable to such a system and

which fall into the categories of direct access, reservation access, and
polling access) are presented and evaluated. The E{delay) vs E{throughput}

performances of the various protocols are obtained and compared. It is shown

(f or a specific example) that demand assignment access with a TREE reservation

protocol is best for throughput up to about 70%, whereas polling access is best

in heavier message traffic. 
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I. INTRODUCTION

This report considers the time domain multiple accessing of a satellite

channel by a set of spacially isolated sources. The spacial isolation

property restricts the means of communication among the sources to be only

through the satellite channel. Consequently , since the requests for the

channel must also be transmitted through the channel itself, problems may
arise in allocating channel capacity . These problems may manifest themselves

as long message delays, as low throughput , and as system instability. These

three issues are defined precisely below. Loosely , however, delay corresponds

to the queueing and transmission times, throughput corresponds to the channel

utilization, and stability refers to the possibility that the channel becomes

so congested that many users are attempting to access the channel but very few

are succeeding.

Several stable multiple accessing protocols are studied here. They are

classified into three categories! direct access (DA), reservation access (RA),

and polling access (PA). In DA, the message is directly transmitted and

message contention either is avoided by dedicating (in advance) portions of

the channel capacity to each source (as in the synchronous time division

multiple access (TDMA)) or is allowed to occur and then resolved with conflict

resolving algorithms such as the TREE algorithm (see Section Il—B or references

[1,2] for a description of the TREE) or the Aloha protocol [31.

In the HA protocols, a message may be transmitted only after capacity is

reserved for it. Reservations are accomplished by transmitting reservation

request packets (usually much shorter than the messages) over a portion of the

uplink channel. Two reservation channel protocols are examined in this report,
TDMA and the TREE algorithms. Notice that the multi—accessing issues that are

of interest to the whole channel in DA become significant in the re3ervation

channel in HA.

In PA, each source is polled in sequence to determine if it has any
messages to transmit. When polled , a source will transmit all the messages

in its buffer before giving up the channel. The channel hand—over is

1
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accomplished with an “end of message” statement (EMS) which must be transmitted
whether or not the source has messages to transmit. That is, an EMS, besides

indicating the end of a message, may also indicate that there are no messages

to transmit.

All the multi—accessing techniques considered here (with the exception of

DA—TDMA) require a processor along with a feedback channel. The processor may

be centralized (e.g., at the satellite) or distributed (i.e., each source

executes the algorithm). The feedback channel is necessary so that (depending

upon the multi—accessing technique used) the channel state may be determined ,

reservation requests may be acknowledged , or polling may be carried out.

Notice that in the case of distributed control, the feedback channel may simply

be a broadcast retransmission of the uplink. Since the types of processing

and feedback channels used depend on such diverse factors as type of satellite

(i.e., processing or not) and the availability of a reliable broadcast channel

and since , in addition , these aspects are not central to the main issues of

multi—accessing (i.e., delay , throughput , and stability), details of their

design will not be explicitly addressed in this report.

A. System Model

The system of interest here has N=2~ sources. All data messages have
*length s, whereas reservation requests and EMS’s have length r. The message

arrival process at each source is Poisson with average arrival rate A

messages/message length/source. Each source has infinite buffer capacity so

that messages which are not successfully transmitted are queued for transmis-

sion oc retransmission at a later time. The buffers are allowed to be

*Of ten uplink modulation techniques require either time/frequency precorrection
or the use of a preamble. In PA with preambles, an EMS when a message is not
present may be longer than an EMS when a message is present. This is because
in the latter case the same preamble may be used for the message and the EMS.
Here, however, as indicated above, the length of the EMS will be taken to be
r in both cases. Consequently , the delay results presented here may be con-
sidered to be upper bounds to the case in which the EMS length is less than r.

2
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infinitely long for mathematical convenience. As will be seen, the actual

buffer size need not be very large. One advantage, of the infinitely long

buffer is that if the E{delay} is finite, then E{throughput} = E{arrival rate}.

It is also assumed, that the uplink consists of U identical orthogonal

(in frequency) channels, R of which are used for reservation in HA , and that

the channel time is slotted (i.e., synchronized). The reservation channel

slots and data channel slots are r and s seconds long, respectively, and a

data packet or a reservation packet is transmitted within only one slot.

Although messages that are longer than one slot are not explicitly considered

here, they may be processed by transmitting them over several slots. Finally,

in order to emphasize the multi—accessing issues of the system, the chat~nels

are assumed to be noise free.

B. The Issues

As has been indicated above, the three main issues that are of interest

in the evaluation of a multi—access system are average delay, average

throughput, and system stability. Precise definitions follow:

Average delay: the total delay of all the messages in a large

interval divided by the number of messages in that interval.

(The message delay is the time from the instant the message

is generated to the Instant it Is successfully received.)

Here, 5 will designate the delay.

Average throughput: the ratio of the number of packets trans-

mitted over a very long interval to the number that could
have been transmitted with continuous transmission. Here,

h will designate the system throughput per uplink channel.

Stability: the system is stable If there exists a range in the

arrival rate in which the average delay is finite.

This report emphasizes the E{ó} vs E{h} performance. A by—product of

the E{delay} analysis is the determination that the considered protocols are

stable. The E{ô} is expressed in message lengths, and the E{hJ is expressed

3
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in successful message transmissions per message slot per unplink.

C. Outline and Summary

The remainder of this report is organized into 4 sections . Section II

considers direct access systems . The E(delay} vs E{throughput} performance

is obtained for TDMA , the static binary TREE, and the dynamic TREE protocols.

These results are illustrated in Fig. 2.1 for N~lO24 and U=8.

In Section III, the reservation access systems are considered. The

reservation protocols that are analyzed are TDMA and the dynamic TREE. The

delay results are illustrated in Fig. 3.1 for N 1024, IJ=8, r/s= .2, and R=l,2,4.

In addition, resource pooling of the data channels is considered . The effec-

tiveness of resource pooling is demonstrated in Fig. 3.2.

Section IV considers polling access systems. The delay results are

illustrated in Fig. 4.1 for N l024 and r/s= .2. Section V is the conclusion.

For comparison , the E~de1ay) results of all the protocols, which are considered

in this report , are illustrated in Fig. 5.1. Notice from this figure that all

the protocols are stable.

The delay results for TDMA protocols have been obtained analytically,

whereas the delay results of the TREE protocols were obtained by simulation.

Consequently, an appendix is included which presents a derivation of the

E{delay} of TDMA .

4
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11. DIRECT ACCESS SYSTEMS

In this section TDMA , the stat ic binary tree and the optimum dynamic tree
pro tocols are introduc~ d and analyzed. The objective of the analysis is the
determination of E{delay} vs E{throughput~ pertormance. The results are illu-

strated in Fig. 2.1.

A. Direct Access with TDMA (DA—TDM A)

in TDMA , if F sources are assigned to the channel, then each source is
allocated an s—second slot every F slots. A source may transmit a message

only in its designated slot. Note that if a user does not have a message to

transmit, the slot will not be used; whereas if it has multiple messages to

transmit , it will transmit them over several F—slot frames. Since there are
U or thogonal uplink channels , the N sources are divided into U equal groups ,

and each group is assigned one of the channels so that F=N/U. From symmetry ,
one notes that the E{~~

) vs E{h} performances of the U groups are identical.
In addition, since all the messages that are generated by a source are

eventually transmitted in a stable system, it follows that E{h} = p for Ef6} <

where p = NA/U is the aggregate arrival rate per uplink channel. In the

following,  E{~~} vs p is obtained.

In TDMA , tS may be considered to be the sum of W, the time spent in the

buffer (i.e., the time from the instant a message arrives to the instant it is

successfully transmitted), and r , the round trip delay (7  includes the delay

in passing through the satellite). If S , W , and T are expressed in units of

message length, the overall delay may be written as

= W + T . (2.1)

Since t is deterministic ,

E {6 } = E(W) + T . (2.2)

J 
____________ _______ ________ 
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The quantity T is independent of p, and usually it is given. E{W}, on

the other hand, depends on p, and its determination is greatly facilitated

by the recognition that a TDMA system is very similar to the classic MD1

queue. (MD1 = Markovian arrivals, deterministic service time, and a single

server.) The server here is the channel, the customer is the message and

the service time is sF secs. There, however, Is a subtle difference between

MD1 and TDMA . Whereas in MD1 a busy period is initiated immediately upon

arrival of a new customer , in TDMA a busy period may begin only at multiple
intervals of sF. The average delay for TDMA is derived in the appendix ,

and it is repeated below.

E{6} = 1 + + 
2(1—n) 

+ T (in message lengths). (2.3)

Equation (2.3) is illustrated in Fig. 2.1 for F=l28, where F=N/U , N=l024,

t=O , and U=8. (Normally t is much smaller than the other terms .~f (2.3).)

Thus , setting r=O is a reasonable approximation . However, if the value of

T is signif icant , Fig. 2.1 can easily be changed to take nonzero values of T

into consideration.) From Fig. 2.1, as well as from (2.3), it is evident that

the minimum E{delay} of DA—TDMA is 1 + F/2 and that the maximum E{throughput}

is one packet/slot/channel . Notice, however , that as the channel utilization
approaches one the average delay approaches infinity.

For simplicity , it has been assumed that the size of the message buffer

is Infinite. In practice , however , Infinite size buffers are not possible.
One measure of the required buffer is E{q}, the average queue length per

source. E{q} is obtained by applying Little ’s formula to the average time

spent in the buffer. That is,

E{q} = A ( E{ t S } — T )  . (2.4)

From (2.3) and (2.4) and the definition of A , E{q} in message units may be

written as follows :

6
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2
p p U p 2 5E {q } = 
2 + N + 

2(l— p)

Equation (2.5) is illustrated in Fig. 2.2 for U=8 and N=1024. As can be seen,

the average queue length is acceptable for reasonable values of throughput.

For example, E{q} < 2 for p < .8. E{q}, however, approaches infinity quite

rapidly as p approaches 1. Notice that the system cannot be efficiently

operated near p=l , since the E{ó} also approaches infinity in this region.

B. Direct Access With TREE Protocols (DA—TREE)

1. Static Binary TREE Algorithm

In this section , the binary TREE algorithm is stated , an example is
presented , and its performance is evaluated. First, however, some definitions

concerning the tree graph are given (see Fig. 2.3).

Depth of a node — the tier at which a node is found . The root

node is at depth zero.

Degree of node — the number of branches that emanate from a node.

Subtree T~ . — the rooted subtree whose root node is n
jj~ where,

in a binary rooted tree, j corresponds to the particular one
of the 21 nodes at depth I.

Algorithm Statement: Let each of the N=2n sources correspond to a leaf

on a binary tree of depth n. This representation of the sources may be

considered to be a binary addressing scheme. In Fig. 2.3(a), for example,

each source has a four—bit binary address. Also, let T and T be two binary

rooted subtrees and assume that no collisions occurred up to the beginning of
the present pair of slots. Then, the binary tree algorithm is as follows:

1. Choose T = T ; T = Tx 10 y 11

2. Transmit all the packets In T
~ 

in the first slot of the present

pair of slots, and transmit all the packets in T in the second

slot. (Each source may process at most one packet per conflict

resolving interval .)

8
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Fig. 2.3. An example of the binary TREE protocol.
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3. If any collisions occur in the preceding step, then

a. Until these collisions are resolved, no new packets are

transmitted unless they are generated by a source belong-

ing to branch which is known to have an unresolved

collision.

b. Resolve the first collision (if any) before resolving

the second (if any).

A collision in T (or T~) is resolved by dividing T (or T
y)

into two halves (say A and B); setting T = A, T = B; and

then repeating steps 2 and 3.

Example: Let there be 16 sources 
~~~ 

S1,..., s15} and let each corre-
spond to a leaf on the 16—leaf binary tree as shown in Fig. 2.3(a). Figure

2.3(b) depicts the slotted satellite time. Note that the slots are paired

and that a slot pair is designated by SL1.. For convenience, the round—trip

delay t is taken as zero. (If ‘r > 0, then the slot pairs should be separated

by at least T. As is shown below~ the issue of a non—zero T may be efficiently

overcome by interleaving two algorithms so that the results of one transmission

are received before it is time to retransmit (see Fig. 2.4).)

Now assume tha t no collisions have occurred until the beginning of SL00,
when sources s0~ ~~~ 

S4, S8 and S10 each has a packet to transmit. Then

beginning with SL
00 

where the first contention arises, the TREE algorithm

takes the following steps in the indicated slot pairs:

SL00 All the sources in T10 tha t have packets to transmit (i.e.,

S0, S2 and S4) do so in the first slot of SL00, and the

corresponding sources in T
11 do so in the second slot. This

results in two collisions, one among S0, S2, and S4 and the
• other between S8 and S10. Since there was at least one colli-

sion in SL00, most
* new packets that arrive are nOt transmitted

until tha t collision is resolved.

*As previously mentioned , the exception involves new packets which are generated
by a source in a branch with an unresolved conflict.

11
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SL10 Since there was a collision in T10, the sources at T10 are

divided in half and the packets in T
20 and T21 

are trans-

mitted in the first and second slots of SL10 respectively.

This results in a collision between S~ and S2 and in a

successful transmission by S4
.

SL20
(a) S12 receives a new packet (which can be processed during the

subsequent efforts to resolve the conflict in T11).

SL20
(b) Since there was a collision in T20, T30 

and T31 transmit

their packets in the first and second slots of SL20,
respectively. This results in two successful transmissions

by S0 and S2.

SL11(a) S1 
receives a new packet. (This cannot be processed until

the original collision is resolved.)

SL11(b) Since there was a collision in T11, 
T22 and T23 transmit

their packets in succession. This results in a collision

between S8 and S10 in the first slot. In the second slot,

T23 
transmits resulting in the successful transmission

by S12.

SL22 
Since there was a collision in T22, T34 and T35 transmit
their packets in successions. This results in two suc-

cessful transmissions by S8 and S10.

SL~0 
Since each of the sources participated in at least one

collision—free transmission we know that the original con-

tention has been resolved . Any new packets that may have

arrived (and not been processed) to T10 during this conflict
resolution interval are transmitted in the f ir st  slot of
SL~0, and packets that arrived to T11 are transmitted in

the second slot. The process continues, as described above .

In this example , 10 slots were used to transmit 6 packets .

12
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The Etdelay } vs p performance of the static binary TREE has been obtained

by simulation for N l024 and U8 . Here, as in TDMA, the sources are divided

in to eigh t equal groups , one for each uplink channel. There are 128 sources

per group and each group is allowed to access only one of the eight channels.

In addition, it is assumed that the round—trip delay is greater than zero

but less than two message lengths. Therefore, two TREE algorithms, each
processing 64 sources , are interleaved over each channel as shown in Fig. 2.4.

(In general, the number of algorithms that are interleaved is the smallest k

which satisfies i < 2(k—l); T is the round—trip delay expressed in message

lengths.)

If 9. is defined to be the number of algorithm steps that occur from the
instant a message is generated to the instant it is successfully transmitted

(see Fig. 2.4), then E(5} (in message lengths) may be written as follows:

E{ó} = 4E{i} — -
~~ + -r . (2.6)

An estimate of E{2.} is obtained by simulation for various values of p . The
results were substituted into (2.6) to obtain <5(p)> (an estimate of E(6}),

which is illustrated in Fig. 2.1 along with the E{delay} results of TDMA.

No tice tha t, in light traffic , the E{delay} of DA—TREE Is about 1/30 that of
DA—TDMA. However, as the traffic increases (i.e., p > .47) the DA—TDMA

performance becomes better than that of DA—TREE. As shown In the following

sec tion , this suggests that a hybrid system (one that uses DA—TREE in light
traffic and DA—TDNA in heavy traffic) will have better overall performance.

Finally , it can be shown that, for a given p, the E{delay) of DA—TREE is

insensitive to the number of users. This is in contrast to the E{delay} of

DA—TDMA which Is directly proportional to the number of users.

2. Optimum Dynamic TREE Algorithm

Whereas in the static TREE algorithm , the TREE is held fixed throughout,

in the dynamic TREE algorithm , the TREE is allowed to vary depending on traffic

13
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~1

conditions. The variation in the tree occurs only in the degree of the root

node . That is, the tree is binary everywhere except for the root node which

may have degree 2
k~ Given it , k Is chosen to minimize average delay, and It

is allowed to take the values [1,2,... ,m] where 2m~~ is the number of sources

assigned to a particular uplink.

It is of significance to note that if k = m, the TREE algorithm is

equivalent to TDMA. That is, at k = m , the tree graph reduces to a single

node with 2
m branches , and the protocol sequentially assigns a slot to each

user. Consequently, the TREE algorithm is a generalization of TDMA, and it

follows from this observation that the optimum TREE algorithm is more efficient

than TDMA. -

In the dynamic TREE algorithm that is considered here, for a given p, the

tree that minimizes the E{delay} is used throughout . An alternative dynamic

algorithm is to vary the tree optimally as a function of not only p but also as

a function of the probabilistic distribution of the contending sources. This

latter technique, which is considered elsewhere (see Ref. [1,2]), is more
efficient than the one being considered here. Therefore, its performance is

upperbounded by the results presented in this report.

In Fig. 2.5, E{o} vs. p, parameterized on k, is presented for N 1024 and

U 8. Notice that as k increases, the maximum average throughput and the

minimum average delay also increase. From this figure , the optimum k may be

read as a function of p. The lower envelope of the curves in Fig. 2.5 is the

E{delay} vs p performance of the optimum dynamic TREE. This envelope is also

illustrated in Fig. 2.1.

3. A Suboptimum Dynamic TREE Algorithm

A somewhat simpler dynamic algorithm is the one that optimally uses

either TDMA or the binary TREE. From Fig. 2.1, we see that using the binary

TREE for p < .47 and TDMA for p > .47 minimizes the average delay. The per-

formance of this protocol is given by the lower envelope of the binary TREE

and the TDMA delay curves of Fig. 2.1. As can be seen, not much is lost over

the optimum algorithm in performance , yet the gain in simplicity of implemen—

mentation Is considerable.
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III. RESERVAT ION ACCESS SYSTEMS

in a reservation system , a message may be transmitted only after channel

capac ity is reserved for that message. The reservation requests are carried

out with reservation packets that are r seconds long (normally r << s). The

reservation packets are transmitted over R of the U channels, while the mes-

sages ar e trar~smi?ted over the other U—R channels. R need not be an integer;

here , how ever , only the integer values R = 1,2,.. .U—l are considered.

The sources need to know the status of the requests. This is usually

accomplished by transmitting reservation acknowledgment packets over a feed-

back channel. The acknowledgment packet may vary from a simple broadcas t
retransmission of the request packet in a distributed processed system to a

packet containing information specify ing exac tly when the requesting source may
transmit in a cen trally controlled sy stem. Here , it will be assumed that the

processing is distributed. (Since the reservation packet must be received by

the processor befor e an ackn owledgmen t packe t can be transmi tted , the delay of

centralized processing is r seconds longer than that of distributed processing.)

Af ter the reserva tion reques t is acknowledged , the message Is placed on
a distribu ted queue where it waits its turn to be transmitted. Consequently ,

the overall message delay may be broken up into two components D
r 
and D .  D

r
is the time from the instant a message is received to the instant the reserva-

tion reques t is acknowledged , and D is the time from the instant the request

is acknowledged to the instant the message is successfully received at its

destination. Thus,

E {~~} = E(D } + E(D }. (3.1)

Two assumptions are made. First , a successfully transmitted request

packet will make the reservation for all the messages that are in the source

buffer immediately prior to its transmission. Secondly , the message arrival

process at the distributed queue is Poisson. The first assumption is natural

and should be incorporated in an operational system. The second assumption

17
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results in an approximation which is quite accurate for the typical case of

r -(< S.

Two queuing disciplines are examined for the distributed queues that are

assumed here: no resource pooling (NRP) and resource pooling (RE). In NRP,

N/(U—R) of the sources are assigned to each of the U—R data channels, and a
source may transmit only in the channel assigned to it. Consequently, NRP may
be inefficient, since it is possible for one channel to be backlogged while

others may remain unused. The RP discipline alleviates this problem by allow—

ing a message to be transmitted through any unused channel.

The TDMA and the dynamic TREE reservation protocols are considered here.
The overall E{delay} for these reservation protocols is obtained for the

NRP discipline. Since the distributed queue discipline does not affect D ,

the ef fects of the RP discipline are then examined by determining the result-

ing E{D }.

Besides the distributed queue discipline and the reservation protocol,

the system performance also depends on R. Consequently, the E{delay} vs

E{throughput) performance is obtained for several values of R. An interesting

byproduc t of this exercise is system optimization with respect to R.

A. Reservation Access with TDNA (RA—TDMA)

In this section, E{5) vs ~i is obtained for the reservation system that

uses the TDMA protocol on the reservation channels and the NRP discipline on
the data channels. The results are illustrated on Fig. 3.1.

Letting T be the round trip delay, E{D
r
} (in units of message length)

may be written as

E{ D } = (-s) 
-
~~ 
+ 

~~
- + T . (3.2)

The first term above is the average delay until transmission, the second is
the transmission time, and the third is the propagation delay.
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The dist r ibuted queue delay is

E{D } = -
~

- + 2(U~~—U~) 
(3.3)

This follows from the assumption that the message arrival process at each up—

link is Poisson with parameter UU/(U—R) and the observation that the resulting

queue is a synchronous MD1 (see the appendix). Combining (3.1), (3.2) and

(3.3) results in

E{~ } — (
~~ + 1) 

-
~~
. + 2(U—R— ijU) + + t . (3.4j

This is illustrated in Fig. 3.1 for t — 0, U — 8, N — 1024, n a  — .2 and R • 1,
2, and 4. The vertical asymptotes of the RA— TDMA delay curves in Fig. 3.1. are

a function of the number of data channels, whereas the horizontal asymptotes

are a function of the reservation channel. This observation allows us to

conclude that the maximum average throughput is limited by the number of data
channels, and the minimum average delay is limited by the number of reserva-
tion channels. An interesting interpretation of this is that increasing R in

a system is equivalent to trading throughput for delay .

From Fig. 3.1 we also see that given i , an R exists which minimizes
E{delay). This observation suggests a dynamic TDMA scheme in which R varies
optimally as a function ~i . The optimum R , for this example, may be read
directly from Fig. 31 . In general, it may be determined from (3.4). Varying

R optimally, as a function of ~~, resul ts in a system whose performance is the
lower envelope of the RA—TDMA curves shown in Fig. 3.1.

g, 
~føsrVation Acc~Ms with the Dynamic T~~ ~ro~eegl j RA-TR~~K)

The reservation protocol that is considered here is the optimum dynamic

THU. The overall delay for the M—TRE~ may be decomposed, as in R*—TDMA , into
and P~. ~{P~} is the same for both schemes and it is given by (3.3).

on the other hand, depends on the spec ific reservation protocol, The
tree graph for the optimum dynamic TREE protocol is binary everywhere except

for the root node whose degree may be 2k, k — 1,2 ... ~~~~~. The root node degree

19
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Fig. 3.1. E{delay} vs Efthroughput} for reservation access sys-
tems (1024 users, 8 uplink channels, and message lt.igth to reser-
vation packet length ratio equal to 5).
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is chosen to minimize E{D }.

Due to the nonzero round trip delay associated with actual satellite

communications systems, two TREE algorithms are interleaved per uplink channel

as shown in Fig. 2.4. (If t > 2r , it may be more efficient to interleave more

L. than two algorithms). The resulting E{D }, in terms of EU}, is given in

message units by

E {D } = [4E{2(p,N / R) } — 1/2] -~~ + T . (3.5)

Where, N/R in the argument of ~ is the number of sources per reservation
channel. E{i(p, N/R)} was simulated for N = 1024 and R = 1,2,4. This simula-

tion is similar to that of DA—TREE except for one point: whereas in RA—TREE,

one successful transmission of a reservation request effectively empties the

source buffer, in DA—TREE, each da ta packet individually must contend for the
channel. The results of the simulation were combined with (3.1), (3.3), and
(3.5) to obtain the E{6} that is illustrated in Fig. 3.1. Notice from this

figure that, for any given R, RA—TREE is significantly more efficient than

RA—TDMA. Also note that, the system may be optimized with respect to R. That

is the lower envelope to these curves is the best that can be attained by

varying R optimally with respect to p.

C. Resource Pooling

As has been indicated resource (channel) pooling effects only the Dm com-

ponent of the delay (i.e., the delay of the distributed queue). Thus, E{Dm}

vs p has been obtained by simulation for N = 1024, U = 8, and several values

of R. The results are illustrated in Fig. 3.2, where for comparison the

corresponding E{Dm} for NRP is also shown. As expected , RE does improve the

delay performance. This improvement can be substantial, especially if the

number of data channels (i.e., U—R) being pooled is large.
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Fig. 3.2. Illustrating the effects  of resource pooling (1024 users).
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IV. POLLING ACCESS SYSTEMS

In PA the sources are polled in a predetermined order. When polled, a

user transmits all the messages that may be in its buffer. At the end of a

message transmission, a source hands over the channel to the next source by

transmitting an end of message statement (EMS). If there are no messages to

transmit, the user is still required to transmit an EMS. In such cases, the

EMS serves the channel hand—over function.

The polling ~i.ay be carried out centrally by a central processor or dis—

tributedly by each source. In the former case the EMS is transmitted to the

central processor. After receipt of the EMS , the processor informs the next

source on the list that it may begin transmission. If the polling is carried

out distributedly , the EMS is transmitted directly (perhaps in a broadcast

manner) to the next source on the polling list. Distributed polling may be a

little faster since the EMS and the polling statement are the same thing.

However, the robustness of the distributed system should be considered, since

it is possible for the whole system to become inoperative if a single source

fails to pass—on the end of message statement.

Polling Access has been analyzed in [5], where the following expression

for E{~ } is derived :

E{6) = 4 + 4 °~~~~ + 4 (1 - + (1 + T) . (4.1)

The quantity r0 in (4.1) is the time between the end of the message transmis-

sion by one source and the beginning of the transmission by another (i.e., it

includes the end of message statement, the polling statement and the propaga—

tion delay of these statements). The quantity (l+t) in (4.1), which is not
included in the expression of E{ o } given in [5] ,  corresponds to the transmission
and propagation de lay of one message unit.

Equation (4.1) is illustrated in Fig. 4.1 for T = 0, r sir .2, U = 8,
and N = 1024. Notice that the E(delay} performance of PA is considerably
better than that of it close relative RA—TDM A .
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Fig. 4.1. E(delay} vs E {throughput ) for polling access systems (1024
users and 8 uplink channels) .
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V. CONCLUSIONS

The following time domain multi—accessing protocols have been considered:

di rect access TDMA, di rect access with TRE E (static as well as dynamic) ,

reservation access with TDMA, reservation access with the optimum dynamic TRE E,
and polling access. These protocols have been presented , and their E {delay} vs

E{throughput} performances have been determined and evaluated for a system of

1024 users, 8 orthogonal uplinks, and message length to reservation packet

length ratio of 5.

For comparison, the E{delay} performances of all the protocols are illu-

strated together in Fig. 5.1. DA—TDI4A, being the easiest scheme to implement

may be considered to be the baseline design. Its delay property, however, is

relatively poor, especially in light message traffic. It is evident from

Fig. 5.1 that (for this example) RA—TREE is superior for E{throughput} < .70

packets/slot/channel, whereas PA is superior for E{throughput} > .70. E RA—TREE

would have been superior throughout had it been optimized over all real R . )

The observation about the relative performances of RA—TREE and PA sug-

gests that the most efficient scheme (in terms of average delay) is a hybrid

between the two . The performance of other hybrid schemes may be obtained
f rom Fig. 5.1 simply by taking the lower envelope of the appropriate curves.

In principle, PA and RA—TDMA are very similar. In PA the controller asks

the users if they have messages to transmit , whereas in RA—TDMA the users ask
(or request) the control for channel capacity. In addition, they both require

the transmission of a short message (i.e., request packet or end of message

statement) , and they both require a control and a feedback channel. However ,
as can be seen from Figs . 3.1 and 4.1 (or from Fig. 5.1) , PA is the more efficient
of the two — especially If R is held fixed. There is one subtle advantage to

RA—TDMA over PA , however. Whereas in RA—TDMA , a user is guaranteed access to

the control within a fixed time ( i.e. ,  one cycle of the reservation slots),
in PA the maximum time to access the control increases as the t r a f f i c  increases.
For most applications , however , this disadvantage is insignificant compared to
the average throughput and delay efficiencies of PA.
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Fig. 5.1. Comparing the E{delay} performances of the varous potocols
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This report has also considered the effectiveness of resource pooling

in reservation access systems. (In resource pooling , a user may use any

available channel to transmit a message rather than being restricted to a

specific channel.) The average delay under pooling and no pooling has been

obtained. The results are illustrated in Fig. 3.2. As can be seen, when the

number of channels is large resource pooling is considerably more efficient.

To facilitate the analysis the terminal message buffers were assumed to

have infinite capacity. In order to obtain a measure on the actual required

buffer length , the E{queue length} was obtained for DA—TDMA (see Fig. 2.2).

The result is that for TDMA , in the operating range of interest (i.e., less

than 80% channel utilization), the average queue length is not large (i.e.,

less than message units). The average queue length for the other protocols

can be derived easily by applying Little ’s formula to the corresponding

E{delay} results.

Although all the results (with the exception of those for DA—TREE and RA—

TREE) have been derived for a general system of N users, U uplinks, r/s

reservation to data slot length ratio, and -r round trip delay, they have been

evaluated, illustrated , and compared for N = 1024, U 8  and t0. An obvious

question, therefore, is how do the various protocols compare under a different

set of pa rameters. In general , for DA—TDMA , RA—TDMA , and PA, the E{delay}

is an increasing fu nction of N /U (see (2 .3 ) , (3.4) and (4 .1) .  The E {delay } of
DA—TREE and RA—TREE, on the other hand , can be shown to be insensitive to N/U.

Consequently, increasing N/li will deteriorate the performance of DA—TDMA,

RA-TDMA and PA relative to DA-TREE and RA—TREE .

The quan t i ty  r/ s  is of interest in comparing reservations and polling
access systems to direct access systems. In general, as r/s decreases the

pe rformances of PA and DA improve relative DA. Finally ,  the e f f e c t s  of a

non—zero r can easily be taken into consideration since T is an additive
constant to all the delay equations.
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APPENDIX: THE AVERAGE MESSAGE DELAY IN TDMA SYSTEMS

Define a synchronous MD1 queue (SMD1) to be the conventional MD1 queue

(see eq. (5.67) in [4]) with the added restriction that busy periods may begin

only at integer multiples of the service time. In this appendix, first, a

relationship is proved between the average waiting times of the conventional

MD1 queue and the SMD1 queue. Secondly, this result is extended to the

average message wating time in a TDMA system. By waiting time, we mean the

time spent by a customer in queue plus the time spent in the service facility.

Theorem: Let D5 and Da be the average waiting times of the

SMDI. and the conventional MD1 queues, respectively, and

let X be the service time. Then,

D = D + f  . (A.l)

Proof: Choose a sample function from the Poisson arrival

process and apply this particular function to an SIID1

queue and an MD1 queue. Next, choose any busy period

in the MD1 queue, let C = {Ci; i 1, 2, .. .k} be the
customers that were served in that busy period , and let

td = {t
i; i = 1, 2, .. .k} be the departure t imes of £~

Now, ~~ the departure times of C in SMD1 are given by

t~ = t
1 + t~, for i = 1, 2, ...k, (A.2)

- where ~~~, in light of the Markovian property of the

arrival process, is a random variable uniformly distri—

buted between [0,X]. Taking expectations of both sides

of (B.2) and noting that the arrival times of C in SMD1

are the same as in MD1, results in (B.l). .

S
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Corolla ry: Let Da (X) be the average waiting time in

an MD1 queue with service time X . Also let DTD~~
be the average message delay (i.e., waiting time in

buffer plus transmission time of randomly chosen

packet) in a TDMA system with F users each of which

has infinite buffer capacity. In addition, assume

that the message arrival process in Poisson, and

that all message have length s. Then,

= D (FS) + — (F — l) s  (A.3)

Proof: DTD~~ 
may be considered to be the delay of a

randomly chosen customer in SDM1 queue, in which the

randomly chosen customer has service time s but all

others preceding it have service times Fs. Equation

(B.3) follows from this observation and the preceding

theorem.

‘I
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